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Figure 1. Hubble Space Telescope WFC3/IR images of the promising z > 8.5
candidates from combined UDF12 and earlier data. Each panel is 2.4 arcsec
on each side. Top two rows: summed (F125W+F140W+F160W) images for six
sources with 8.5 < z <10.0. Bottom row: F105W, F140W, F160W images for
UDF12-3954-6284≡UDFj-39546284.

stack delivered the same z > 8.5 candidates. All sources but
one (see below) are detected in more than one filter and all are
detected with an appropriately reduced signal/noise in time-
split subsets over the collective UDF09 and UDF12 campaigns.
Figure 1 shows HST broadband images for these seven sources.
Their SED fits and redshift probability distributions p(z) are
given in Figure 2. Identifications, source photometry, and
optimum redshifts are summarized in Table 1.

The great advantage of the SED fitting approach is that it al-
lows us to quantify the possibility of alternative low-redshift
solutions. Four of our seven objects (UDF12-3921-6322,
UDF12-4265-7049, UDF12-4344-6547, and UDF12-3947-
8076) have low probabilities of being at z < 4 (1%–4%).
UDF12-4106-7304 has a ≃10% probability for z < 4 and lies
close to the diffraction pattern of an adjacent source which may
affect the F140W photometry (Figure 1). UDF12-3895-7114 is
the least secure with a 28% probability of lying at z < 4. We
discuss UDF-3954-6284 below.

Our deeper F105W data and the new F140W image also
enable us to clarify the nature of z > 8.5 sources claimed in the
earlier UDF09 analyses (see Table 1). In McLure et al.’s (2011)
UDF09 analysis, no robust J-band dropout source was claimed
(see also Bunker et al. 2010). However, a solution with z = 8.49
was found for HUDF_2003 which was also listed as the brightest
extreme Y-band dropout in Bouwens et al. (2011; ID: UDFy-
38135539) who inferred a redshift z ≈ 8.7.10 Our new SED
analysis indicates that this source is at z = 8.3. Similarly, two

10 This source was examined spectroscopically using the VLT SINFONI
integral field spectrograph by Lehnert et al. (2010), who reported a detection of
Lyα emission at z = 8.6, but this claim is refuted by A. J. Bunker et al. (in
preparation) following a separate spectroscopic exposure with the higher
resolution spectrograph X-shooter.

further extreme Y-band dropouts listed by Bouwens et al. (2011),
UDFy-37796000 and UDFy-33436598 at redshifts of z ≈ 8.5
and 8.6, now lie at z = 8.1 and 7.9, respectively. Bouwens
et al. (2011) initially presented three sources as promising
J-band dropouts (see Table 1). Two of these are detected in our
deeper F105W data and lie at lower redshifts (UDFj-43696407
at z = 7.6 and UDFj-35427336 at z = 7.9, although z ≃ 2
solutions are also possible). One Y-band dropout in Bouwens
et al. (2011), UDFy-39468075, moves into our sample at z =
8.6. Finally, UDFj-38116243, claimed in the first year UDF09
data but later withdrawn by Bouwens et al. (2011), is below our
5σ detection limit. Yan et al. (2010) listed 20 potential J-band
dropout candidates. Inspection of these revealed no convincing
z > 8.5 candidates; most appear as tails of bright objects
and cannot be reliably photometered by SExtractor. All of the
“Y dropouts” claimed by Lorenzoni et al. (2011) have robust
F105W detections in our deeper data and lie below z = 8.5.

In summary, only one object claimed to be at z > 8.5
from the earlier UDF09 analysis remains and that is the final
J-band dropout presented by Bouwens et al. (2011) at z = 10.3,
UDFj-39546284 (≡UDF12-3954-6284 in Table 1). However, its
non-detection in the UDF12 F140W data indicates a yet higher
redshift of z = 11.9 (Figure 2). The most significant advance
of our campaign is a significant increase (from 0 to 6) in the
number of robustly determined UDF sources in the redshift
range 8.5 < z <10.

2.1. Contamination from Strong Emission Line Sources?

A major motivation for the additional F140W filter in our
UDF12 strategy was to ensure the robust detection in two filters
of potential 8.5 < z < 11.5 candidates since the flux above
1216 Å would be visible in both filters. This is the case for all
but one of our UDF12 candidates (Table 1). A major surprise
is the non-detection in F140W of UDFj-39546284, implying a
redshift of z = 11.90 (Figures 1 and 2).

Single band detections are naturally less convincing, although
UDFj-39546284 is confirmed in F160W sub-exposures through
UDF09 and UDF12, leaving no doubt that it is a genuine
source. However, an alternative solution must also be carefully
considered. The sharp drop implied by the F140W–F160W >
1.5 (2σ ) color precludes any reasonable foreground continuum
source (Figure 2) but a possible explanation might be the
presence of a very strong emission line. Recent WFC3/IR
imaging and grism spectroscopy of z ≃ 2 galaxies have revealed
a population of extreme emission line galaxies (EELGs). van
der Wel et al. (2011) have identified an abundant population
of EELGs at z ≃ 1.7 in the CANDELS survey using purely
photometric selection techniques. Spectroscopy of a subset has
verified the presence of sources with rest-frame [O iii] equivalent
widths up to ≃1000 Å. Independently, Atek et al. (2011) located
a similar population in the WISP survey over 0.35 < z < 2.3
and comment specifically that such sources could contaminate
dropout searches.

Following techniques described in Robertson et al. (2010a)
and Ono et al. (2010), we have simulated model spectra
for young low-metallicity, dust-free galaxies including the
contribution from strong nebular lines. Figure 3 (left) shows
the expected F105W–F160W color as a function of redshift
for starbursts with ages of 1 and 10 Myr demonstrating that
it is not possible to account for the significant excess flux in
F160W from either intense [O ii] 3727 Å at z ≃ 3.4 or [O iii]
5007 Å at z ≃ 2.4. Figure 3 (right) illustrates, for the case of
intense [O iii] emission that the expected stellar plus nebular
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Reionization
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A consensus model?
2 Robertson et al.

2. CONTRIBUTION OF Z < 10 GALAXIES TO LATE
REIONIZATION

2.1. Cosmic Star Formation History

If Lyman continuum photons from star-forming galax-
ies dominate the reionization process, an accounting of
the evolving SFR density will provide a measure of the
time-dependent cosmic ionization rate

ṅion = fescξionρSFR, (1)

where fesc is the fraction of photons produced by stel-
lar populations that escape to ionize the IGM, ξion
is the number of Lyman continuum photons per sec-
ond produced per unit SFR for a typical stellar pop-
ulation, and ρSFR is the cosmic SFR density. Fol-
lowing Robertson et al. (2013), we adopt a fiducial es-
cape fraction of fesc = 0.2 and, motivated by the rest-
frame UV spectral energy distributions of z ∼ 7 − 8
galaxies (Dunlop et al. 2013), a fiducial Lyman con-
tinuum photon production efficiency of log10 ξion =
53.14 [Lyc photons s−1M−1

⊙ yr].
The observed infrared and rest-frame UV luminos-

ity functions (LFs) provide a means to estimate ρSFR.
We use the recent compilation of IR and UV LFs pro-
vided in Table 1 of MD14 and references therein to com-
pute luminosity densities ρL to a minimum luminosity
of Lmin = 0.001L⋆, where L⋆(z) is the characteristic
luminosity of each relevant LF parameterization (e.g.,
Schechter or broken power law models)5. We supple-
ment the MD14 compilation by including ρSFR values
computed from the LF determinations at z ∼ 8 by
Schenker et al. (2013), at z ∼ 7 − 8 by McLure et al.
(2013), and estimates at z ∼ 10 by Oesch et al. (2014)
and Bouwens et al. (2014). We include new HST Fron-
tier Fields LF constraints at z ∼ 7 by Atek et al. (2014)
and at z ∼ 9 by McLeod et al. (2014), incorporating
cosmic variance estimates from Robertson et al. (2014).
We also updated the MD14 estimates derived from the
Bouwens et al. (2012) LFs at z ∼ 3− 8 with newer mea-
surements by Bouwens et al. (2014). All data were con-
verted to the adopted Planck cosmology.
We adopted the conversion ρSFR = κρL supplied

by MD14 for IR and UV luminosity densities, i.e.
κIR = 1.73 × 10−10 M⊙ yr−1 L−1

⊙ and κUV = 2.5 ×
1010 M⊙ yr L−1

⊙ respectively, as well as their redshift-
dependent dust corrections and a Salpeter initial mass
function. Uncertainties on ρSFR are computed using
faint-end slope uncertainties where available, and other-
wise we increased the uncertainties reported by MD14
by the ratio of the luminosity densities integrated to
L = 0.03L⋆ and L = 0.001L⋆. The data points in Fig-
ure 1 show the updated SFR densities and uncertainties
determined from the IR (dark red) and UV (blue) LFs,
each extrapolated to Lmin = 0.001L⋆.
Since we are interested in the reionization history both

up to and beyond the limit of the current observational
data, we adopt the convenient four-parameter fitting
function chosen by MD14 to model ρSFR(z),

ρSFR(z) = ap
(1 + z)bp

1 + [(1 + z)/cp]dp

(2)

5 We adopt this limit since it corresponds to Mmax ≈ −13 at
z ∼ 7, which Robertson et al. (2013) found was required to reionize
the Universe by z ∼ 6. It corresponds to Mmax = M⋆ + 7.5.

Fig. 1.— Star formation rate density ρSFR with redshift. Shown
are the SFR densities from Madau & Dickinson (2014) determined
from infrared (dark red points) and ultraviolet (blue points) lumi-
nosity densities, updated for recent results and extrapolated to a
minimum luminosity Lmin = 0.001L⋆. A parameterized model for
the evolving SFR density (Equation 2) is fit to the data under the
constraint that the Thomson optical depth τ to electron scatter-
ing measured by Planck is reproduced. The maximum likelihood
model (white line) and 68% credibility interval on ρSFR (red re-
gion) are shown. A consistent SFR density history is found even
if the Planck τ constraint is ignored (dotted black line). These
inferences can be compared with a model forced to reproduce the
previous WMAP τ (orange region), which requires a much larger
ρSFR at redshifts z > 5.

and perform a maximum likelihood (ML) determination
of the parameter values using Bayesian methods (i.e.,
Multinest; Feroz et al. 2009) assuming Gaussian errors.
If we fit to the data and uncertainties reported by MD14,
we recover similar ML values for the parameters of Equa-
tion 2. The range of credible SFR histories can then be
computed from the marginalized likelihood of ρSFR by
integrating over the full model parameter likelihoods.

2.2. Thomson Optical Depth

If star forming galaxies supply the bulk of the pho-
tons that drive the reionization process, measures of the
Thomson optical depth inferred from the CMB place ad-
ditional constraints on ρSFR. The Thomson optical depth
is given by

τ(z) = c⟨nH⟩σT

∫ z

0
feQHII

(z′)H−1(z′)(1 + z′)2dz′ (3)

where c is the speed of light. The comoving hydrogen
density ⟨nH⟩ = XpΩbρc involves the hydrogen mass frac-
tion Xp, the baryon density Ωb, and the critical density
ρc. The Thomson scattering cross section is σT . The
number of free electrons per hydrogen nucleus is calcu-
lated following Kuhlen & Faucher-Giguère (2012) assum-
ing helium is doubly ionized at z ≤ 4.
The IGM ionized fraction QHII

(z) is computed by
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Fig. 2.— Thomson optical depth to electron scattering τ , in-
tegrated over redshift from the present day. Shown is the Planck
constraint τ = 0.066±0.12 (gray area), along with the 68% credibil-
ity interval (red region) determined from the marginal distribution
of τ computed from the SFR histories ρSFR shown in Figure 1.
The corresponding inferences of τ(z) from Robertson et al. (2013)
(dark blue region), a model forced to reproduce the 9-year WMAP
τ constraints (orange region), and a model with ρSFR truncated at
z > 8 (light blue region) following Oesch et al. (2014) are shown
for comparison.

evolving the differential equation

Q̇HII
=

ṅion

⟨nH⟩
−

QHII

trec
(4)

where the IGM recombination time

trec = [CHII
αB(T )(1 + Yp/4Xp)⟨nH⟩(1 + z)3]−1 (5)

is calculated by evaluating the case B recombination co-
efficient αB at an IGM temperature T = 20, 000K and
a clumping fraction CHII

= 3 (e.g., Pawlik et al. 2009;
Shull et al. 2012). We incorporate the Planck constraints
on the Thomson optical depth (τ = 0.066±0.12) by com-
puting the reionization history for every value of the ρSFR
model parameters, evaluating Equation 3, and then cal-
culating the likelihood of the model parameters given the
SFR history data and the marginalized Thomson optical
depth from Planck (treated as a Gaussian).
Figure 1 shows the ML and 68% credibility interval

(red region) on ρSFR(z) given the ρSFR constraints and
the newly-reported Planck Thomson optical depth. We
find the parameters of Equation 2 to be ap = 0.01376±
0.001 M⊙ yr Mpc−3, bp = 3.26± 0.21, cp = 2.59± 0.14,
and dp = 5.68 ± 0.19. Without the Thomson optical
depth constraint, the values change by less than 1%.
These inferences can be compared with a SFR history
(Figure 1, orange region) forced to match the previous
WMAP measurement (τ = 0.088 ± 0.014) by upweight-
ing the contribution of the derived τ value relative to
the ρSFR data. The ML parameters of such a model
(ap = 0.01306, bp = 3.66, cp = 2.28, and dp = 5.29) lie
well outside the range of models that reproduce jointly

ρSFR(z) and the Planck τ .
We can now address the important question of the

redshift-dependent contribution of galaxies to the Planck
τ = 0.066 ± 0.012 in Figure 2. The red region shows
a history which is consistent with the SFR densities
shown in Figure 1 given our simple assumptions for the
escape fraction fesc, early stellar populations, and the
clumpiness of the IGM. Importantly, the reduction in τ
by Planck (compared to WMAP) largely eliminates the
tension between ρSFR(z) and τ that was discussed by
many authors, including Robertson et al. (2013). That
a SFR history consistent with the ρSFR(z) data easily
reproduces the Planck τ strengthens the conclusions of
Robertson et al. (2013) that the bulk of the ionizing pho-
tons emerged from galaxies. Figure 2 shows that the ob-
served galaxy population at z < 10 can easily reach the
68% credibility intervals of τ with plausible assumptions
about fesc and Lmin. As a consequence, the reduced τ
eliminates the need for very high-redshift (z ≫ 10) star
formation (see section 3 below). We note the dust cor-
rection used in computing ρSFR at z ∼ 6 permits an
equivalently lower fesc without significant change in the
derived τ .
Figure 2 also shows τ(z) computed with the 9−year

WMAP τ marginalized likelihood as a constraint on the
high-redshift SFR density (blue region; Robertson et al.
2013), which favored a relatively low τ ∼ 0.07. If, in-
stead, the SFR density rapidly declines as ρSFR ∝ (1 +
z)−10.9 beyond z ∼ 8 as suggested by, e.g., Oesch et al.
(2014), the Planck τ is not reached (light blue region).
Lastly, if we force the model to reproduce the best-fit
WMAP τ (orange region), the increased ionization at
high redshifts requires a dramatic increase in the z > 7.5
SFR (see Figure 1) and poses difficulties in matching
other data on the IGM ionization state, as we discuss
next.

2.3. Ionization History

Similarly, we can update our understanding of the
evolving ionization fraction QHII

(z) computed during
the integration of Equation 4. Valuable observational
progress in this area made in recent years exploits
the fraction of star forming galaxies showing Lyman-
α emission (e.g., Stark et al. 2010) now extended to
z ∼ 7 − 8 from Treu et al. (2013), Pentericci et al.
(2014) and Schenker et al. (2014), the Lyman-α damping
wing absorption constraints from GRB host galaxies by
Chornock et al. (2013), and the number of dark pixels
in Lyman-α forest observations of background quasars
(McGreer et al. 2015). While most of these results re-
quire model-dependent inferences to relate observables
to QHII

, they collectively give strong support for reion-
ization ending rapidly near z ≃6.
Figure 3 shows these constraints, along with the in-

ferred 68% credibility interval (red region; ML model
shown in white) on the marginalized distribution of the
neutral fraction 1 − QHII

from the SFR histories shown
in Figure 1 and the Planck constraints on τ . Although
our model did not use these observations to constrain
the computed reionization history, the inferred ioniza-
tion history is nonetheless in good agreement with the
available constraints6.

6 The model does not fare well in comparison to Lyman-α forest

Star formation 
rate density

⌧e

4 Robertson et al.

Fig. 3.— Measures of the neutrality 1 − QHII
of the inter-

galactic medium as a function of redshift. Shown are the ob-
servational constraints compiled by Robertson et al. (2013), up-
dated to include recent IGM neutrality estimates from the ob-
served fraction of Lyman-α emitting galaxies (Schenker et al. 2014;
Pentericci et al. 2014), constraints from the Lyman-α of GRB host
galaxies (Chornock et al. 2013), and inferences from dark pixels in
Lyman-α forest measurements (McGreer et al. 2015). The evolv-
ing IGM neutral fraction computed by the model is also shown (red
region is the 68% credibility interval, white line is the ML model).
While these data are not used to constrain the models, they are
nonetheless remarkably consistent. The bottom panel shows the
IGM neutral fraction near the end of the reionization epoch, where
the presented model fails to capture the complexity of the reion-
ization process. For reference we also show the corresponding in-
ferences calculated from Robertson et al. (2013) (blue region) and
a model forced to reproduce the WMAP τ (orange region).

Figure 3 also shows the earlier model of
Robertson et al. (2013) (blue region) which com-
pletes reionization at slightly lower redshift and displays
a more prolonged ionization history. This model was
in some tension with the WMAP τ (Figure 2). If we
force the model in the present paper to reproduce the
WMAP τ (orange region), reionization ends by z ∼ 7.5,
which is quite inconsistent with several observations
that indicate neutral gas within IGM over the range
6 ! z ! 8 (Figure 3).

3. CONSTRAINTS ON THE CONTRIBUTION OF Z > 10
GALAXIES TO EARLY REIONIZATION

By using the parameterized model of MD14 to fit the
cosmic SFR histories, and applying a simple analytical
model of the reionization process, we have demonstrated
that SFR histories consistent with the observed ρSFR(z)
integrated to Lmin = 0.001L⋆ reproduce the observed
Planck τ while simultaneously matching measures of the
IGM neutral fraction at redshifts 6 ! z ! 8. As Fig-
ure 1 makes apparent, the parameterized model extends
the inferred SFR history to z > 10, beyond the reach

measurements when QHII
∼ 1 because of our simplified treatment

of the ionization process (see the discussion in Robertson et al.
2013)

Fig. 4.— Correspondence between the Thomson optical depth,
the equivalent instantaneous reionization redshift zreion, and the
average SFR density ρSFR at redshift z " 10. Shown are samples
(points) from the likelihood function of the ρSFR model parameters
resulting in the 68% credibility interval on τ from Figure 2, color
coded by the value of zreion. The samples follow a tight, nearly
linear correlation (dashed line) between ρSFR and τ , demonstrating
that in this model the Thomson optical depth is a proxy for the
high-redshift SFR. We also indicate the number of z > 10 galaxies
with mAB < 29.5 per arcmin−2 (right axis), assuming the LF
shape does not evolve above z > 10.

of current observations. Correspondingly, these galaxies
supply a non-zero rate of ionizing photons that enable the
Thomson optical depth to slowly increase beyond z ∼ 10
(see Figure 2). We can therefore ask whether a connec-
tion exists between ρSFR(z > 10) and the observed value
of τ under the assumption that star forming galaxies con-
trol the reionization process.
Figure 4 shows samples from the likelihood function of

our model parameters given the ρSFR(z) and τ empirical
constraints that indicate the mean SFR density ⟨ρSFR⟩
(averaged over 10 ! z ! 15) as a function of the total
Thomson optical depth τ . The properties ⟨ρSFR⟩ and τ
are tightly related, such that the linear fit

⟨ρSFR⟩ ≈ 0.344(τ − 0.06) + 0.00625 [M⊙ yr−1 Mpc−3]
(6)

provides a good description of their connection (dashed
line). For reference, the likelihood samples shown in Fig-
ure 4 indicate the corresponding redshift of instantaneous
reionization zreion via a color coding.
Given that the SFR density is supplied by galaxies that

are luminous in their rest-frame UV, we can also connect
the observed τ to the abundance of star forming galaxies
at z " 10. This quantity holds great interest for fu-
ture studies with James Webb Space Telescope, as the
potential discovery and verification of distant galaxies
beyond z > 10 has provided a prime motivation for the
observatory. The 5-σ sensitivity of JWST at 2 µm in a
t = 104 s exposure is mAB ≈ 29.5.7 At z ∼ 10, this

7 See http://www.stsci.edu/jwst/instruments/nircam/sensitivity/table
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Consistency?
2 Robertson et al.

2. CONTRIBUTION OF Z < 10 GALAXIES TO LATE
REIONIZATION

2.1. Cosmic Star Formation History

If Lyman continuum photons from star-forming galax-
ies dominate the reionization process, an accounting of
the evolving SFR density will provide a measure of the
time-dependent cosmic ionization rate

ṅion = fescξionρSFR, (1)

where fesc is the fraction of photons produced by stel-
lar populations that escape to ionize the IGM, ξion
is the number of Lyman continuum photons per sec-
ond produced per unit SFR for a typical stellar pop-
ulation, and ρSFR is the cosmic SFR density. Fol-
lowing Robertson et al. (2013), we adopt a fiducial es-
cape fraction of fesc = 0.2 and, motivated by the rest-
frame UV spectral energy distributions of z ∼ 7 − 8
galaxies (Dunlop et al. 2013), a fiducial Lyman con-
tinuum photon production efficiency of log10 ξion =
53.14 [Lyc photons s−1M−1

⊙ yr].
The observed infrared and rest-frame UV luminos-

ity functions (LFs) provide a means to estimate ρSFR.
We use the recent compilation of IR and UV LFs pro-
vided in Table 1 of MD14 and references therein to com-
pute luminosity densities ρL to a minimum luminosity
of Lmin = 0.001L⋆, where L⋆(z) is the characteristic
luminosity of each relevant LF parameterization (e.g.,
Schechter or broken power law models)5. We supple-
ment the MD14 compilation by including ρSFR values
computed from the LF determinations at z ∼ 8 by
Schenker et al. (2013), at z ∼ 7 − 8 by McLure et al.
(2013), and estimates at z ∼ 10 by Oesch et al. (2014)
and Bouwens et al. (2014). We include new HST Fron-
tier Fields LF constraints at z ∼ 7 by Atek et al. (2014)
and at z ∼ 9 by McLeod et al. (2014), incorporating
cosmic variance estimates from Robertson et al. (2014).
We also updated the MD14 estimates derived from the
Bouwens et al. (2012) LFs at z ∼ 3− 8 with newer mea-
surements by Bouwens et al. (2014). All data were con-
verted to the adopted Planck cosmology.
We adopted the conversion ρSFR = κρL supplied

by MD14 for IR and UV luminosity densities, i.e.
κIR = 1.73 × 10−10 M⊙ yr−1 L−1

⊙ and κUV = 2.5 ×
1010 M⊙ yr L−1

⊙ respectively, as well as their redshift-
dependent dust corrections and a Salpeter initial mass
function. Uncertainties on ρSFR are computed using
faint-end slope uncertainties where available, and other-
wise we increased the uncertainties reported by MD14
by the ratio of the luminosity densities integrated to
L = 0.03L⋆ and L = 0.001L⋆. The data points in Fig-
ure 1 show the updated SFR densities and uncertainties
determined from the IR (dark red) and UV (blue) LFs,
each extrapolated to Lmin = 0.001L⋆.
Since we are interested in the reionization history both

up to and beyond the limit of the current observational
data, we adopt the convenient four-parameter fitting
function chosen by MD14 to model ρSFR(z),

ρSFR(z) = ap
(1 + z)bp

1 + [(1 + z)/cp]dp

(2)

5 We adopt this limit since it corresponds to Mmax ≈ −13 at
z ∼ 7, which Robertson et al. (2013) found was required to reionize
the Universe by z ∼ 6. It corresponds to Mmax = M⋆ + 7.5.

Fig. 1.— Star formation rate density ρSFR with redshift. Shown
are the SFR densities from Madau & Dickinson (2014) determined
from infrared (dark red points) and ultraviolet (blue points) lumi-
nosity densities, updated for recent results and extrapolated to a
minimum luminosity Lmin = 0.001L⋆. A parameterized model for
the evolving SFR density (Equation 2) is fit to the data under the
constraint that the Thomson optical depth τ to electron scatter-
ing measured by Planck is reproduced. The maximum likelihood
model (white line) and 68% credibility interval on ρSFR (red re-
gion) are shown. A consistent SFR density history is found even
if the Planck τ constraint is ignored (dotted black line). These
inferences can be compared with a model forced to reproduce the
previous WMAP τ (orange region), which requires a much larger
ρSFR at redshifts z > 5.

and perform a maximum likelihood (ML) determination
of the parameter values using Bayesian methods (i.e.,
Multinest; Feroz et al. 2009) assuming Gaussian errors.
If we fit to the data and uncertainties reported by MD14,
we recover similar ML values for the parameters of Equa-
tion 2. The range of credible SFR histories can then be
computed from the marginalized likelihood of ρSFR by
integrating over the full model parameter likelihoods.

2.2. Thomson Optical Depth

If star forming galaxies supply the bulk of the pho-
tons that drive the reionization process, measures of the
Thomson optical depth inferred from the CMB place ad-
ditional constraints on ρSFR. The Thomson optical depth
is given by

τ(z) = c⟨nH⟩σT

∫ z

0
feQHII

(z′)H−1(z′)(1 + z′)2dz′ (3)

where c is the speed of light. The comoving hydrogen
density ⟨nH⟩ = XpΩbρc involves the hydrogen mass frac-
tion Xp, the baryon density Ωb, and the critical density
ρc. The Thomson scattering cross section is σT . The
number of free electrons per hydrogen nucleus is calcu-
lated following Kuhlen & Faucher-Giguère (2012) assum-
ing helium is doubly ionized at z ≤ 4.
The IGM ionized fraction QHII

(z) is computed by

Star formation 
rate density

⇠
ion

fesc = 0.2Model assumes , fixed 

?
Escape 
fraction ionizing 

photons / 
unit SFR

Star formation 
rate density

Ṅ
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The Intergalactic Medium

• Main reservoir of matter in the 
universe (>90% baryons) 

• Low density 

• After reionization: warm, 
photo-ionized
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The Intergalactic Medium
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IGM Lyα Opacity
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z ~ 4.4

The Continuum Problem
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Solution: Don’t fit continua
Use composites.

Use flux ratios to get F(z)/F(z=2)

Composites of SDSS Spectra

Becker+ 2013
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Lyα Opacity

1.  Reduced errors 
2.  Extends to z=5 
3.  No bump at z=3
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Becker+ 2013
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The mean free path across cosmic time 1755
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Figure 10. The proper mean free path to LL photons in the intergalactic
medium as a function of redshift (and cosmic time). The data points show
direct measurements via the spectral stacking technique as estimated in this
manuscript (black), Prochaska et al. (2009, green), Fumagalli et al. (2013,
blue) and O’Meara et al. (2013, red). One observes a monotonic decrease
with increasing redshift which is well modelled by a (1 + z)η power law
with η =−5.4 ± 0.4 (curve). See the online edition of the Journal for a
colour version of this figure.

two-parameter model, λ912
mfp(z) = A[(1 + z)/5]η, we minimize χ2

under the assumption of Gaussian errors in the λ912
mfp measurements

(this assumption is not strictly true, but provides a good approxi-
mation, e.g. O’Meara et al. 2013). We find A = (37 ± 2)h−1

70 Mpc
and η = −5.4 ± 0.4 giving a reduced χ2

ν = 0.8. As is evident from
Table 4, the SDSS measurements have the smallest estimated er-
rors and therefore anchor the fit at z ≈ 4. If we arbitrarily increase
the uncertainty in these measurements, then σ (A) increases and χ2

ν

decreases but there is very little effect on η and its estimated uncer-
tainty. Therefore, we conclude at high confidence that λ912

mfp evolves
more steeply than (1 + z)−4 at z < 5.5. We find a steeper redshift
evolution than recovered for τ

Lyα
eff . Clearly, the astrophysics govern-

ing gas absorbing significantly at the LL differs from that of the
canonical Lyα forest.

Consider the physical significance of such strong evolution in
λ912

mfp with cosmic time. We assume first that the structures domi-
nating the LL optical depth have a characteristic physical size D
and comoving number density nc at a given redshift. Under this
assumption, the redshift evolution of the mean free path scales as

λ912
mfp ∝ (1 + z)−3

⟨ncD⟩ . (6)

Therefore, in a Universe where such structures do not evolve in
comoving number density or physical size, one roughly predicts
λ912

mfp ∝ (1 + z)−3 from cosmological expansion.8 This is strictly

8 This scaling assumes that all opacity comes from highly optically thick
absorbers and the mean free path is small. If, as we will argue below,
absorbers with τLL

912 ! 1 significantly contribute to λ912
mfp and the mean free

path is large, cosmological expansion can lead to a redshift evolution that is

ruled out by the observations. Instead, ⟨ncD⟩ must decrease with
time as approximately (1 + z)2. Whereas galaxies are assuredly
growing in radius and number with decreasing redshift, structures
dominating the LL opacity are reduced in number and/or physical
size. This implies that the majority of such gas is not associated
with the central regions of gravitationally collapsed structures (e.g.
H I discs).

A possible scenario is that the LL opacity is dominated by gas
in the haloes of galaxies (aka the circumgalactic medium or CGM)
which then evolves across cosmic time. Numerical simulations of
galaxy formation do predict a significant reservoir of cool, dense
gas accreting on to galaxies via ‘cold streams’ that span the dark
matter haloes (Birnboim & Dekel 2003; Dekel & Birnboim 2006;
Ocvirk, Pichon & Teyssier 2008; Dekel et al. 2009; Kereš et al.
2009; van de Voort et al. 2011). Portions of these streams are pre-
dicted to have significant LL opacity (Fumagalli et al. 2011; van
de Voort et al. 2012) and should contribute to τLL

eff at z > 2. These
simulations also predict a declining covering fraction fc of opti-
cally thick gas from these structures within the virial radius rvir in
time (Faucher-Giguère & Kereš 2011; Fumagalli et al. 2014). On
the other hand, rvir is increasing and the physical cross-section re-
mains roughly constant or even increases in galaxies of a given halo
mass (Fumagalli et al. 2014). Similarly, the central galaxies and the
dark matter haloes only grow with cosmic time. Therefore, simple
models for the evolution of optically thick gas in haloes could, in
principle, predict a decreasing mean free path with decreasing z.
Indeed, Fumagalli et al. (2013) have argued that a significant frac-
tion of LLSs with τLL

912 > 2 must reside outside dark matter haloes
at z > 3.5. We draw a similar inference for the gas dominating the
H I LL opacity, which may hold to z < 3. For dark matter haloes
to dominate the integrated LL opacity at high-z, one may need to
invoke scenarios where low-mass haloes contribute a majority of
the opacity at z ∼ 5 and then evaporate (e.g. mini-haloes; Abel &
Mo 1998). Presently, we consider this to be an improbable scenario
but we encourage the analysis of halo gas in lower mass haloes and
also the properties of gas with τLL

912 < 1 in all haloes.
We argue that the gas absorbing LL photons arises predominantly

within large-scale structures near the collapsed regions of dark mat-
ter haloes (e.g. filaments, the cosmic web), consistent with current
numerical results exploring the frequency distribution of H I gas
(Altay et al. 2011; Fumagalli et al. 2011; McQuinn et al. 2011;
Rahmati et al. 2013) and recent analysis of the cross-correlation
between LLSs and quasars (Prochaska et al. 2013b). But what then
drives the rapid evolution in λ912

mfp? There are three obvious pos-
sibilities: (i) the structures themselves decrease in physical size;
(ii) their mass decreases; (iii) the gas becomes more highly ion-
ized yielding lower LL opacity. We consider the first option to be
very unlikely. If anything, structures outside dark matter haloes are
likely to increase in size via cosmological expansion. There could
be gravitational contraction along one dimension (possibly two),
but this would be balanced by expansion in at least one other. The
second effect, reduced mass, may follow from the funnelling of gas
into galaxies and their haloes. In turn, this reduces the surface and
volume densities of the gas. From z = 5 to 2, the comoving mass
density in dark matter haloes with M > 1010M⊙ increases by a
factor of 25. A significant fraction of the mass must come from
the surrounding environment, but this could be replenished by new

steeper than (1 + z)−3 due to redshifting of Lyman continuum photons (e.g.
Becker & Bolton 2013). Redshift effects become significant at z ! 3 when
λ912

mfp " 100 Mpc.

MNRAS 445, 1745–1760 (2014)
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brighter limit, which more closely represents the sample of galaxies actually observed in the study,
is significantly larger than for the extrapolation—nearly two times larger for the Reddy & Steidel
(2009) samples and by a lesser factor for the more distant objects from Bouwens et al. (2012a). In
our analysis of the SFRDs, we have adopted the mean extinction factors inferred by each survey
to correct the corresponding FUV luminosity densities.

Adopting a different approach, Burgarella et al. (2013) measured total UV attenuation from
the ratio of FIR to observed (uncorrected) FUV luminosity densities (Figure 8) as a function of
redshift, using FUVLFs from Cucciati et al. (2012) and Herschel FIRLFs from Gruppioni et al.
(2013). At z < 2, these estimates agree reasonably well with the measurements inferred from the
UV slope or from SED fitting. At z > 2, the FIR/FUV estimates have large uncertainties owing to
the similarly large uncertainties required to extrapolate the observed FIRLFs to a total luminosity
density. The values are larger than those for the UV-selected surveys, particularly when compared
with the UV values extrapolated to very faint luminosities. Although galaxies with lower SFRs may
have reduced extinction, purely UV-selected samples at high redshift may also be biased against
dusty star-forming galaxies. As we noted above, a robust census for star-forming galaxies at z ≫ 2
selected on the basis of dust emission alone does not exist, owing to the sensitivity limits of past
and present FIR and submillimeter observatories. Accordingly, the total amount of star formation
that is missed from UV surveys at such high redshifts remains uncertain.

Figure 9 shows the cosmic SFH from UV and IR data following the above prescriptions as
well as the best-fitting function

ψ(z) = 0.015
(1 + z)2.7

1 + [(1 + z)/2.9]5.6 M⊙ year−1 Mpc−3. (15)
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Figure 9
The history of cosmic star formation from (a) FUV, (b) IR, and (c) FUV+IR rest-frame measurements. The data points with symbols
are given in Table 1. All UV luminosities have been converted to instantaneous SFR densities using the factor KFUV = 1.15 × 10−28

(see Equation 10), valid for a Salpeter IMF. FIR luminosities (8–1,000 µm) have been converted to instantaneous SFRs using the factor
KIR = 4.5 × 10−44 (see Equation 11), also valid for a Salpeter IMF. The solid curve in the three panels plots the best-fit SFR density in
Equation 15. Abbreviations: FIR, far-infrared; FUV, far-UV; IMF, initial mass function; IR, infrared; SFR, star-formation rate.
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But a problem at z~6…
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Figure 10. The proper mean free path to LL photons in the intergalactic
medium as a function of redshift (and cosmic time). The data points show
direct measurements via the spectral stacking technique as estimated in this
manuscript (black), Prochaska et al. (2009, green), Fumagalli et al. (2013,
blue) and O’Meara et al. (2013, red). One observes a monotonic decrease
with increasing redshift which is well modelled by a (1 + z)η power law
with η =−5.4 ± 0.4 (curve). See the online edition of the Journal for a
colour version of this figure.

two-parameter model, λ912
mfp(z) = A[(1 + z)/5]η, we minimize χ2

under the assumption of Gaussian errors in the λ912
mfp measurements

(this assumption is not strictly true, but provides a good approxi-
mation, e.g. O’Meara et al. 2013). We find A = (37 ± 2)h−1

70 Mpc
and η = −5.4 ± 0.4 giving a reduced χ2

ν = 0.8. As is evident from
Table 4, the SDSS measurements have the smallest estimated er-
rors and therefore anchor the fit at z ≈ 4. If we arbitrarily increase
the uncertainty in these measurements, then σ (A) increases and χ2

ν

decreases but there is very little effect on η and its estimated uncer-
tainty. Therefore, we conclude at high confidence that λ912

mfp evolves
more steeply than (1 + z)−4 at z < 5.5. We find a steeper redshift
evolution than recovered for τ

Lyα
eff . Clearly, the astrophysics govern-

ing gas absorbing significantly at the LL differs from that of the
canonical Lyα forest.

Consider the physical significance of such strong evolution in
λ912

mfp with cosmic time. We assume first that the structures domi-
nating the LL optical depth have a characteristic physical size D
and comoving number density nc at a given redshift. Under this
assumption, the redshift evolution of the mean free path scales as

λ912
mfp ∝ (1 + z)−3

⟨ncD⟩ . (6)

Therefore, in a Universe where such structures do not evolve in
comoving number density or physical size, one roughly predicts
λ912

mfp ∝ (1 + z)−3 from cosmological expansion.8 This is strictly

8 This scaling assumes that all opacity comes from highly optically thick
absorbers and the mean free path is small. If, as we will argue below,
absorbers with τLL

912 ! 1 significantly contribute to λ912
mfp and the mean free

path is large, cosmological expansion can lead to a redshift evolution that is

ruled out by the observations. Instead, ⟨ncD⟩ must decrease with
time as approximately (1 + z)2. Whereas galaxies are assuredly
growing in radius and number with decreasing redshift, structures
dominating the LL opacity are reduced in number and/or physical
size. This implies that the majority of such gas is not associated
with the central regions of gravitationally collapsed structures (e.g.
H I discs).

A possible scenario is that the LL opacity is dominated by gas
in the haloes of galaxies (aka the circumgalactic medium or CGM)
which then evolves across cosmic time. Numerical simulations of
galaxy formation do predict a significant reservoir of cool, dense
gas accreting on to galaxies via ‘cold streams’ that span the dark
matter haloes (Birnboim & Dekel 2003; Dekel & Birnboim 2006;
Ocvirk, Pichon & Teyssier 2008; Dekel et al. 2009; Kereš et al.
2009; van de Voort et al. 2011). Portions of these streams are pre-
dicted to have significant LL opacity (Fumagalli et al. 2011; van
de Voort et al. 2012) and should contribute to τLL

eff at z > 2. These
simulations also predict a declining covering fraction fc of opti-
cally thick gas from these structures within the virial radius rvir in
time (Faucher-Giguère & Kereš 2011; Fumagalli et al. 2014). On
the other hand, rvir is increasing and the physical cross-section re-
mains roughly constant or even increases in galaxies of a given halo
mass (Fumagalli et al. 2014). Similarly, the central galaxies and the
dark matter haloes only grow with cosmic time. Therefore, simple
models for the evolution of optically thick gas in haloes could, in
principle, predict a decreasing mean free path with decreasing z.
Indeed, Fumagalli et al. (2013) have argued that a significant frac-
tion of LLSs with τLL

912 > 2 must reside outside dark matter haloes
at z > 3.5. We draw a similar inference for the gas dominating the
H I LL opacity, which may hold to z < 3. For dark matter haloes
to dominate the integrated LL opacity at high-z, one may need to
invoke scenarios where low-mass haloes contribute a majority of
the opacity at z ∼ 5 and then evaporate (e.g. mini-haloes; Abel &
Mo 1998). Presently, we consider this to be an improbable scenario
but we encourage the analysis of halo gas in lower mass haloes and
also the properties of gas with τLL

912 < 1 in all haloes.
We argue that the gas absorbing LL photons arises predominantly

within large-scale structures near the collapsed regions of dark mat-
ter haloes (e.g. filaments, the cosmic web), consistent with current
numerical results exploring the frequency distribution of H I gas
(Altay et al. 2011; Fumagalli et al. 2011; McQuinn et al. 2011;
Rahmati et al. 2013) and recent analysis of the cross-correlation
between LLSs and quasars (Prochaska et al. 2013b). But what then
drives the rapid evolution in λ912

mfp? There are three obvious pos-
sibilities: (i) the structures themselves decrease in physical size;
(ii) their mass decreases; (iii) the gas becomes more highly ion-
ized yielding lower LL opacity. We consider the first option to be
very unlikely. If anything, structures outside dark matter haloes are
likely to increase in size via cosmological expansion. There could
be gravitational contraction along one dimension (possibly two),
but this would be balanced by expansion in at least one other. The
second effect, reduced mass, may follow from the funnelling of gas
into galaxies and their haloes. In turn, this reduces the surface and
volume densities of the gas. From z = 5 to 2, the comoving mass
density in dark matter haloes with M > 1010M⊙ increases by a
factor of 25. A significant fraction of the mass must come from
the surrounding environment, but this could be replenished by new

steeper than (1 + z)−3 due to redshifting of Lyman continuum photons (e.g.
Becker & Bolton 2013). Redshift effects become significant at z ! 3 when
λ912

mfp " 100 Mpc.

MNRAS 445, 1745–1760 (2014)
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Figure 10. The proper mean free path to LL photons in the intergalactic
medium as a function of redshift (and cosmic time). The data points show
direct measurements via the spectral stacking technique as estimated in this
manuscript (black), Prochaska et al. (2009, green), Fumagalli et al. (2013,
blue) and O’Meara et al. (2013, red). One observes a monotonic decrease
with increasing redshift which is well modelled by a (1 + z)η power law
with η =−5.4 ± 0.4 (curve). See the online edition of the Journal for a
colour version of this figure.

two-parameter model, λ912
mfp(z) = A[(1 + z)/5]η, we minimize χ2

under the assumption of Gaussian errors in the λ912
mfp measurements

(this assumption is not strictly true, but provides a good approxi-
mation, e.g. O’Meara et al. 2013). We find A = (37 ± 2)h−1

70 Mpc
and η = −5.4 ± 0.4 giving a reduced χ2

ν = 0.8. As is evident from
Table 4, the SDSS measurements have the smallest estimated er-
rors and therefore anchor the fit at z ≈ 4. If we arbitrarily increase
the uncertainty in these measurements, then σ (A) increases and χ2

ν

decreases but there is very little effect on η and its estimated uncer-
tainty. Therefore, we conclude at high confidence that λ912

mfp evolves
more steeply than (1 + z)−4 at z < 5.5. We find a steeper redshift
evolution than recovered for τ

Lyα
eff . Clearly, the astrophysics govern-

ing gas absorbing significantly at the LL differs from that of the
canonical Lyα forest.

Consider the physical significance of such strong evolution in
λ912

mfp with cosmic time. We assume first that the structures domi-
nating the LL optical depth have a characteristic physical size D
and comoving number density nc at a given redshift. Under this
assumption, the redshift evolution of the mean free path scales as

λ912
mfp ∝ (1 + z)−3

⟨ncD⟩ . (6)

Therefore, in a Universe where such structures do not evolve in
comoving number density or physical size, one roughly predicts
λ912

mfp ∝ (1 + z)−3 from cosmological expansion.8 This is strictly

8 This scaling assumes that all opacity comes from highly optically thick
absorbers and the mean free path is small. If, as we will argue below,
absorbers with τLL

912 ! 1 significantly contribute to λ912
mfp and the mean free

path is large, cosmological expansion can lead to a redshift evolution that is

ruled out by the observations. Instead, ⟨ncD⟩ must decrease with
time as approximately (1 + z)2. Whereas galaxies are assuredly
growing in radius and number with decreasing redshift, structures
dominating the LL opacity are reduced in number and/or physical
size. This implies that the majority of such gas is not associated
with the central regions of gravitationally collapsed structures (e.g.
H I discs).

A possible scenario is that the LL opacity is dominated by gas
in the haloes of galaxies (aka the circumgalactic medium or CGM)
which then evolves across cosmic time. Numerical simulations of
galaxy formation do predict a significant reservoir of cool, dense
gas accreting on to galaxies via ‘cold streams’ that span the dark
matter haloes (Birnboim & Dekel 2003; Dekel & Birnboim 2006;
Ocvirk, Pichon & Teyssier 2008; Dekel et al. 2009; Kereš et al.
2009; van de Voort et al. 2011). Portions of these streams are pre-
dicted to have significant LL opacity (Fumagalli et al. 2011; van
de Voort et al. 2012) and should contribute to τLL

eff at z > 2. These
simulations also predict a declining covering fraction fc of opti-
cally thick gas from these structures within the virial radius rvir in
time (Faucher-Giguère & Kereš 2011; Fumagalli et al. 2014). On
the other hand, rvir is increasing and the physical cross-section re-
mains roughly constant or even increases in galaxies of a given halo
mass (Fumagalli et al. 2014). Similarly, the central galaxies and the
dark matter haloes only grow with cosmic time. Therefore, simple
models for the evolution of optically thick gas in haloes could, in
principle, predict a decreasing mean free path with decreasing z.
Indeed, Fumagalli et al. (2013) have argued that a significant frac-
tion of LLSs with τLL

912 > 2 must reside outside dark matter haloes
at z > 3.5. We draw a similar inference for the gas dominating the
H I LL opacity, which may hold to z < 3. For dark matter haloes
to dominate the integrated LL opacity at high-z, one may need to
invoke scenarios where low-mass haloes contribute a majority of
the opacity at z ∼ 5 and then evaporate (e.g. mini-haloes; Abel &
Mo 1998). Presently, we consider this to be an improbable scenario
but we encourage the analysis of halo gas in lower mass haloes and
also the properties of gas with τLL

912 < 1 in all haloes.
We argue that the gas absorbing LL photons arises predominantly

within large-scale structures near the collapsed regions of dark mat-
ter haloes (e.g. filaments, the cosmic web), consistent with current
numerical results exploring the frequency distribution of H I gas
(Altay et al. 2011; Fumagalli et al. 2011; McQuinn et al. 2011;
Rahmati et al. 2013) and recent analysis of the cross-correlation
between LLSs and quasars (Prochaska et al. 2013b). But what then
drives the rapid evolution in λ912

mfp? There are three obvious pos-
sibilities: (i) the structures themselves decrease in physical size;
(ii) their mass decreases; (iii) the gas becomes more highly ion-
ized yielding lower LL opacity. We consider the first option to be
very unlikely. If anything, structures outside dark matter haloes are
likely to increase in size via cosmological expansion. There could
be gravitational contraction along one dimension (possibly two),
but this would be balanced by expansion in at least one other. The
second effect, reduced mass, may follow from the funnelling of gas
into galaxies and their haloes. In turn, this reduces the surface and
volume densities of the gas. From z = 5 to 2, the comoving mass
density in dark matter haloes with M > 1010M⊙ increases by a
factor of 25. A significant fraction of the mass must come from
the surrounding environment, but this could be replenished by new

steeper than (1 + z)−3 due to redshifting of Lyman continuum photons (e.g.
Becker & Bolton 2013). Redshift effects become significant at z ! 3 when
λ912

mfp " 100 Mpc.

MNRAS 445, 1745–1760 (2014)
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HAVE WE DETECTED PATCHY REIONIZATION IN QUASAR SPECTRA?
Adam Lidz,1 S. Peng Oh,2 and Steven R. Furlanetto3

Received 2005 December 15; accepted 2006 January 26; published 2006 February 14

ABSTRACT
The Lya forest at shows strong scatter in the mean transmission even when smoothed over extremelyz ! 5.5

large spatial scales, !50 Mpc h!1. This has been interpreted as a signature of strongly fluctuating radiation fields
or patchy reionization. To test this claim, we calculate the scatter arising solely from density fluctuations, assuming
a uniform ionizing background, via analytic arguments and simulations. This scatter alone is comparable to that
observed. It rises steeply with redshift and is of order unity by , even on ∼50 Mpc h!1 scales. This arisesz ∼ 6
because (1) at , transmission spectra, which are sensitive mainly to rare voids, are highly biased (with a linearz ∼ 6
bias factor ) tracers of underlying density fluctuations and (2) small-scale transverse modes are aliased to long-b ≥ 4
wavelength line-of-sight modes. Inferring patchy reionization from quasar spectra is therefore subtle and requires
much more detailed modeling. Similarly, we expect density fluctuations alone to produce order unity transmission
fluctuations in the He ii Lya forest on the scales over which these measurements are typically made.z ∼ 3
Subject headings: cosmology: theory— intergalactic medium— large-scale structure of universe—

quasars: absorption lines
Online material: color figures

1. INTRODUCTION

At , the structure in the Lya forest has been shown toz ∼ 3
arise naturally from density fluctuations in the cosmic web (e.g.,
Miralda-Escudé et al. 1996). At sufficiently high redshift, how-
ever, its structure may instead largely reflect the topology of
reionization and/or a strongly fluctuating radiation field. In high-
redshift quasar spectra with extended opaque regions, significant
gaps of substantial transmission occur (e.g., Becker et al. 2001;
White et al. 2003, 2005). This has previously been attributed to
a strongly fluctuating UV background, as expected at the tail
end of reionization (Wyithe & Loeb 2005; Fan et al. 2005).
Could these transmission gaps simply arise from underdense

regions where the neutral hydrogen fraction is lower? The trans-
mission in the quasar spectra differs significantly fromz ∼ 6
sight line to sight line, even when one averages over comoving
length scales of ∼50–100 Mpc h!1. Since the density variance
is small over such large scales, one might naively expect that
the reionization of the intergalactic medium (IGM) must be
incomplete near .z ∼ 6
In this Letter, we critically examine this naive intuition. Is

rapidly increasing scatter in sight line–to–sight line flux trans-
mission a good diagnostic for patchy reionization (Fan et al.
2002; Lidz et al. 2002; Sokasian et al. 2003; Paschos &Norman
2005)? We find that in fact the fractional scatter in the mean
transmissivity of the IGM will be large at high redshift, even
for a completely uniform ionizing background. An analogous
calculation applies to the case of the He ii Lya forest near

.z ∼ 3

2. THE FLUX POWER SPECTRUM

We adopt the usual “gravitational instability” model of the
Lya forest valid at (e.g., Hui et al. 1997). In particular,z ∼ 3
we assume an isothermal gas and a uniform photoionization
rate G and compute whether these assumptions demonstrably

1 Harvard-Smithsonian Center for Astrophysics, 60 Garden Street, Cam-
bridge, MA 02138.

2 Department of Physics, University of California, Santa Barbara, CA 93106.
3 Division of Physics, Mathematics, and Astronomy, California Institute of

Technology, Mail Code 130-33, Pasadena, CA 91125.

break down at . Assuming photoionization equilibrium,z ∼ 6
the Lya optical depth is , where ,2t p AD D p r/ArS A ∝

, and the transmitted flux is . We study4.5 !0.7 !t(1" z) T /G F p e
the fluctuations in transmitted flux, , and itsd p (F! AFS)/AFSF
line-of-sight power spectrum, . We will also refer to theP (k)F
effective optical depth, .t p ! ln AFSeff
We emphasize that is related to the underlying powerP (k)F

spectrum of dark matter density fluctuations in a ratherP (k)d

complicated way. First, gas pressure smooths the baryons on
small scales with respect to the dark matter. Second, a non-
linear transformation maps density into optical depth (t ∝
). Third, one must project from three-dimensional volumes2D

to one-dimensional skewers and incorporate peculiar veloc-
ities and thermal broadening. Finally, a second nonlinear
transformation maps t into transmitted flux. These issues are
well studied in the context of the Lya forest (e.g., Croftz ∼ 3
et al. 2002) but are underappreciated in the reionization lit-
erature, which has led to some erroneous conclusions.

2.1. Analytic Estimates

We will therefore require numerical simulations to model
the flux power spectrum in detail. We can nonetheless anticipate
the results with an analytic estimate of the point-to-point flux
variance as a function of A and . We perform this calculationteff
using the Miralda-Escudé et al. (2000) fitting formula for the
gas density probability distribution function (PDF):

!2/3 2(D ! C)!bP(D)dD p GD exp ! dD. (1)[ ]28d /90

Here the parameters G and C are fixed by normalizing the PDF
to unity, satisfying . The other parameters are givenADS p 1
by and at . The first two mo-d p 7.61/(1" z) b p 2.5 z p 60
ments of the (unsmoothed) flux distribution, and2!ADAFS p Ae S

, follow by integrating over .22 !2ADAF S p Ae S P(D)
The method of steepest descents (Songaila & Cowie 2002)

yields and ,1/4 0.4 2 2 !1/4 0.4˜˜ ˜ ˜ ˜˜AFS ∼ cA exp (!dA ) AF S/AFS ∼ cA exp (dA )
where and , , , and ˜˜ ˜A p A/25 c p 5.3 d p 5.1 c p 0.22 d p

are constants chosen from full numerical integrations. It fol-3.5

Fan et al (2006)

Lidz et al (2006)

Get large scatter in Lyα opacity from the 
density field alone.

⌧e↵ = � log hF i
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Compared to other 
Lyα troughs…
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dispersion, and some odd notches in the sensitivity in the
bluer orders). The images are first geometrically rectified to
produce orders with orthogonal wavelength and spatial
coordinates lying along rows and columns. This removes
the very large curvature of the ESI echelle orders and also
corrects small variations in the wavelength dispersion along
the slit that manifest themselves as tilted or curved sky lines.
The order curvature removal also automatically corrects the
spectral trace for differential atmospheric refraction using
the air mass of the observation; this approach is more effec-
tive than tracing the orders directly because high-redshift
quasar spectra have long stretches with no detectable light,
foiling standard tracing algorithms.

The resampling algorithm used in the rectification is a
flux-conserving interpolation scheme that is accurate to sec-
ond order in the pixel shifts (as opposed to the more com-
monly used schemes that are only first order, making them
considerably more dispersive). The interpolation method is
based on the high-order, monotonic, flux-conserving advec-
tion schemes that are widely used in modern hydrodynamic
simulations (van Leer 1977).

Extraction of spectra from the rectified orders is straight-
forward. We use an optimal extraction algorithm with a
second-order fit to the sky along the slit and a spatial profile
that is assumed constant for each order. For orders where
the profile is not detected, the trace position and width are
predicted on the basis of those orders that are detected. The
wavelength scale derived from calibration lamps is adjusted
using the positions of sky lines for each observation. The
final spectra for the quasars are shown in Figure 1.

3. ANALYSIS OF THE SPECTRA

High signal-to-noise ratio spectra promise two improve-
ments in our understanding of the GP troughs. By reducing
the noise in the black regions of the spectrum, they improve
our lower limits on the absorbing optical depth and may
allow us to detect faint light in the dark troughs. But since
the optical depth limits increase only as the logarithm of the
signal-to-noise ratio, which itself increases only as the
square root of the integration time, it is difficult to make
dramatic improvements in the limits. The main benefit of
high signal-to-noise ratio spectra is that they allow us to set
strong detection limits over narrower bands in the spectra.
The optical depth distribution is very unlikely to be a
smooth function of redshift; instead, at the transition
between a neutral and an ionized IGM, there will be ionized,
partially transparent bubbles sprinkled along the line of
sight. To detect these bubbles we need to be able to recog-
nize narrow emission spikes in the trough where the quasar
light leaks through the IGM. The new spectra presented in
this paper are far better for that purpose than are our earlier
observations (which were 30 minute exposures taken with
the ESI).

We begin with an approach similar to that used by Becker
et al. (2001). The residual fluxes in the GP troughs of Ly!
and Ly" are measured directly from the spectra; the fluxes
are weighted using sky noise from adjacent pixels (as
described above for the extraction) to improve the signal-to-
noise ratio while avoiding bias in the sums. Then the mean
transmission and optical depth of the IGM are determined
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Fig. 1.—Keck ESI spectra of the two highest redshift quasars. The spectra have been binned to a resolution of R ¼ D#=# ¼ 2500 (120 km s"1). The Gunn-
Peterson absorption troughs of Ly! and Ly" are indicated, extending from z ¼ 5:975 to z ¼ 6:165 (SDSS J1030+0524) and z ¼ 6:075 to z ¼ 6:320 (SDSS
J1148+5251).
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dispersion, and some odd notches in the sensitivity in the
bluer orders). The images are first geometrically rectified to
produce orders with orthogonal wavelength and spatial
coordinates lying along rows and columns. This removes
the very large curvature of the ESI echelle orders and also
corrects small variations in the wavelength dispersion along
the slit that manifest themselves as tilted or curved sky lines.
The order curvature removal also automatically corrects the
spectral trace for differential atmospheric refraction using
the air mass of the observation; this approach is more effec-
tive than tracing the orders directly because high-redshift
quasar spectra have long stretches with no detectable light,
foiling standard tracing algorithms.

The resampling algorithm used in the rectification is a
flux-conserving interpolation scheme that is accurate to sec-
ond order in the pixel shifts (as opposed to the more com-
monly used schemes that are only first order, making them
considerably more dispersive). The interpolation method is
based on the high-order, monotonic, flux-conserving advec-
tion schemes that are widely used in modern hydrodynamic
simulations (van Leer 1977).

Extraction of spectra from the rectified orders is straight-
forward. We use an optimal extraction algorithm with a
second-order fit to the sky along the slit and a spatial profile
that is assumed constant for each order. For orders where
the profile is not detected, the trace position and width are
predicted on the basis of those orders that are detected. The
wavelength scale derived from calibration lamps is adjusted
using the positions of sky lines for each observation. The
final spectra for the quasars are shown in Figure 1.

3. ANALYSIS OF THE SPECTRA

High signal-to-noise ratio spectra promise two improve-
ments in our understanding of the GP troughs. By reducing
the noise in the black regions of the spectrum, they improve
our lower limits on the absorbing optical depth and may
allow us to detect faint light in the dark troughs. But since
the optical depth limits increase only as the logarithm of the
signal-to-noise ratio, which itself increases only as the
square root of the integration time, it is difficult to make
dramatic improvements in the limits. The main benefit of
high signal-to-noise ratio spectra is that they allow us to set
strong detection limits over narrower bands in the spectra.
The optical depth distribution is very unlikely to be a
smooth function of redshift; instead, at the transition
between a neutral and an ionized IGM, there will be ionized,
partially transparent bubbles sprinkled along the line of
sight. To detect these bubbles we need to be able to recog-
nize narrow emission spikes in the trough where the quasar
light leaks through the IGM. The new spectra presented in
this paper are far better for that purpose than are our earlier
observations (which were 30 minute exposures taken with
the ESI).

We begin with an approach similar to that used by Becker
et al. (2001). The residual fluxes in the GP troughs of Ly!
and Ly" are measured directly from the spectra; the fluxes
are weighted using sky noise from adjacent pixels (as
described above for the extraction) to improve the signal-to-
noise ratio while avoiding bias in the sums. Then the mean
transmission and optical depth of the IGM are determined
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Fig. 1.—Keck ESI spectra of the two highest redshift quasars. The spectra have been binned to a resolution of R ¼ D#=# ¼ 2500 (120 km s"1). The Gunn-
Peterson absorption troughs of Ly! and Ly" are indicated, extending from z ¼ 5:975 to z ¼ 6:165 (SDSS J1030+0524) and z ¼ 6:075 to z ¼ 6:320 (SDSS
J1148+5251).
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White et al (2003)

z = 5.975� 6.165

z = 6.075� 6.320

ULAS J0148 trough is 
longer and at substantially 

lower redshifts.
z = 5.524� 5.879

110 Mpc h�1

Becker+2015
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How can these live in the same universe?
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The problem: Assumption of a uniform UVB

100 Mpc h�1 Uniform UVB does not reproduce 
observed IGM Lyα opacities at z > 5

Becker+2015
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“Post-Overlap” phase of Reionization
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“Post-Overlap” phase of Reionization
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“Post-Overlap” phase of Reionization
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Flat or rising over 3 < z < 6

1. Abundant photons for reionization. 
2. Galaxy ionizing efficiency (fesc*ξion) must increase with redshift

ρSFR (scaled), Madau & Dickinson (2014)
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Constraints from z~7 quasar?

z = 7.084
ULAS J1120+0641

Proximity zone suggests >10% neutral IGM (Mortlock+2011, Bolton+2011)
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Constraints from z~7 quasar?

z = 7.084
ULAS J1120+0641

Reasons to be skeptical…

Proximity zone suggests >10% neutral IGM (Mortlock+2011, Bolton+2011)

near zones of other comparably luminous high-redshift quasars, which
have been measured23 to have RNZ, corr 5 (7.4 – 8.0(z 2 6)) Mpc, on
average. The considerable scatter about this trend notwithstanding,
these observations of ULAS J112010641 confirm that the observed
decrease in RNZ, corr with redshift continues at least to z^7:1.

The observed transmission cut-offs of z^6 quasars have been iden-
tified with their advancing ionization fronts, which grow as24,25

RNZ, corr!T1=3
q 1zzð Þ{1D{1=3f {1=3

H I , where Tq is the quasar age and
D is the local baryon density relative to the cosmic mean. Assuming a
fiducial age of Tq^0:01 Gyr has led to the claim26 that fH I>0.6
around several 6.0=z=6.4 quasars. Given that the above RNZ, corr–z
fit gives an average value of RNZ, corr 5 5.8 Mpc at z 5 6.2, the mea-
sured near-zone radius of ULAS J112010641 then implies that the
neutral fraction was a factor of ,15 higher at z^7:1 than it was at
z^6:2. The fundamental limit of fH I # 1 makes it difficult to reconcile
the small observed near zone of ULAS J112010641 with a significantly
neutral Universe at z^6. It is possible that ULAS J112010641 is seen
very early in its luminous phase or that it formed in an unusually dense
region, but the most straightforward conclusion is that observed near-
zone sizes of z^6 quasars do not correspond to their ionization
fronts25.

An alternative explanation for the near zones of the z^6 quasars is
that their transmission profiles are determined primarily by the residual
H I inside their ionized zones25,27. If the H I and H II are in equilibrium
with the ionizing radiation from the quasar then the neutral frac-
tion would increase with radius as fH I / R2 out to the ionization front.
The resultant transmission profile would have an approximately

Gaussian envelope, with RNZ being the radius at which25 fH I^10{4,
and not the ionization front itself. The envelopes of the measured
profiles of the two z^6:3 quasars shown in Fig. 3 are consistent with
this Gaussian model, although both have sharp cut-offs as well, which
could be due to Lyman limit systems along the line of sight28.

In contrast, the measured transmission profile of ULAS J112010641,
shown in Fig. 3, is qualitatively different from those of the lower red-
shift quasars, exhibiting a smooth envelope and significant absorption
redward of the Lya wavelength. The profile has the character of a Lya
damping wing, which would indicate that the intergalactic medium in
front of ULAS J112010641 was substantially neutral. It is also possible
that the absorption is the result of an intervening high-column-density
(NH I >1020cm{2) damped Lya system5, although absorbers of such
strength are rare. Both models are compared to the observed transmis-
sion profile of ULAS J112010641 in Fig. 4. Assuming the absorption is
the result of the intergalactic medium damping wing, the shape and
width of the transmission profile require fH I . 0.1, but are inconsistent
with fH I^1, at z^7:1. These limits will be improved by more detailed
modelling, in particular accounting for the distribution of H I within
the near zone25,27, and deeper spectroscopic observations of
ULAS J112010641. Given the likely variation in the ionization history
between different lines of sight, it will be important to find more
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Figure 3 | The inferred Lya near-zone transmission profile of
ULAS J112010641 compared to those of two lower-redshift quasars. The
near-zone transmission profile of ULAS J112010641 was estimated by
dividing the observed spectrum by the composite spectrum shown in Fig. 1 and
the conversion from wavelength to proper distance was calculated for a fiducial
flat cosmological model9. The transmission profiles towards the two SDSS
quasars were estimated by dividing their measured29 spectra by parameterized
fits based on the unabsorbed spectra of lower-redshift quasars. The
transmission profile of ULAS J112010641 is strikingly different from those of
the two SDSS quasars, with a much smaller observed near-zone radius RNZ, as
well as a distinct shape: whereas the profiles of SDSS J114815251 and
SDSS J103010524 have approximately Gaussian envelopes out to a sharp cut-
off, the profile of ULAS J112010641 is much smoother and also shows
absorption redward of Lya. The 1s error spectrum for ULAS J112010641 is
shown below the data. Fr
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Figure 4 | Rest-frame transmission profile of ULAS J112010641 in the
region of the Lya emission line, compared to several damping profiles. The
transmission profile of ULAS J112010641, obtained by dividing the spectrum
by the SDSS composite shown in Fig. 1, is shown in black. The random error
spectrum is plotted below the data, also in black. The positive residuals near
0.1230mm in the transmission profile suggest that the Lya emission line of
ULAS J112010641 is actually stronger than average, in which case the
absorption would be greater than illustrated. The dispersion in the Lya
equivalent width at a fixed C IV equivalent width of 13% quantifies the
uncertainty in the Lya strength; this systematic uncertainty in the transmission
profile is shown in red. The blue curves show the Lya damping wing of the
intergalactic medium for neutral fractions of (from top to bottom) fH I 5 0.1,
fH I 5 0.5 and fH I 5 1.0, assuming a sharp ionization front 2.2 Mpc in front of
the quasar. The green curve shows the absorption profile of a damped Lya
absorber of column density NH I 5 4 3 1020 cm22 located 2.6 Mpc in front of
the quasar. These curves assume that the ionized zone itself is completely
transparent; a more realistic model of the H I distribution around the quasar
might be sufficient to discriminate between these two models25,27. The
wavelength of the Lya transition is shown as a dashed line; also marked is the
N V doublet of the associated absorber referred to in the text.
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z~7 Damping Wing?

• Among objects that match in C IV, 
ULAS J1120 is not a strong outlier 

• Easy to find similar lower-redshift 
objects without damping wings 

• No need for neutral IGM

Sarah!
Bosman

Bosman & Becker, submitted
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New z > 6.5 quasars!
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Figure 1. Merged optical and near-infrared spectra of the three new z > 6.5 quasars. The position of various strong, broad emission lines
are indicated. The bottom panel shows the transmission curves of the iP1, zP1, and yP1 filters, and the GROND J , H and K filters. Also
plotted is the relative strength of the sky emission (in black) and the telluric absorption spectrum (in red). The panels to the right show a
zoom on the Mg II line with the model best fitting the line and continuum overplotted in green. The red stripes mark a region with low
sky transparency that was excluded from the fitting.

M1450 = −27.36±0.03 makes this quasar one of the most
luminous objects known at z > 6. The bolometric lumi-
nosity is estimated to be LBol,3000 Å = (2.38 ± 0.09) ×

1047 erg s−1. The central black hole has an estimated
mass of MBH,MgII = (1.9+1.1

−0.8) × 109M⊙. The accretion
rate is close to Eddington with LBol/LEdd = 0.96± 0.55.
The quality of the infrared spectrum is not sufficient
to constrain the Fe II emission to better than 2σ. We
measure Fe II/Mg II= 3.4 ± 1.7, fully consistent with
previously discovered quasars at similar redshifts (e.g.,

De Rosa et al. 2014).

4.3. PSO J338.2298+29.5089

PSO J338.2298+29.5089 (hereafter P338+29) was one
of the z-dropout candidates with a match in the WISE
catalog. The discovery spectrum shows a source with a
strong, narrow emission line at ∼9314 Å and continuum
redward of the line, which we identify as Lyα at a red-
shift of z = 6.66. From the FIRE spectrum we measure
zMgII = 6.658±0.007,M1450 = −26.04±0.09, and a blue
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Figure 1. Merged optical and near-infrared spectra of the three new z > 6.5 quasars. The position of various strong, broad emission lines
are indicated. The bottom panel shows the transmission curves of the iP1, zP1, and yP1 filters, and the GROND J , H and K filters. Also
plotted is the relative strength of the sky emission (in black) and the telluric absorption spectrum (in red). The panels to the right show a
zoom on the Mg II line with the model best fitting the line and continuum overplotted in green. The red stripes mark a region with low
sky transparency that was excluded from the fitting.

M1450 = −27.36±0.03 makes this quasar one of the most
luminous objects known at z > 6. The bolometric lumi-
nosity is estimated to be LBol,3000 Å = (2.38 ± 0.09) ×

1047 erg s−1. The central black hole has an estimated
mass of MBH,MgII = (1.9+1.1

−0.8) × 109M⊙. The accretion
rate is close to Eddington with LBol/LEdd = 0.96± 0.55.
The quality of the infrared spectrum is not sufficient
to constrain the Fe II emission to better than 2σ. We
measure Fe II/Mg II= 3.4 ± 1.7, fully consistent with
previously discovered quasars at similar redshifts (e.g.,

De Rosa et al. 2014).

4.3. PSO J338.2298+29.5089

PSO J338.2298+29.5089 (hereafter P338+29) was one
of the z-dropout candidates with a match in the WISE
catalog. The discovery spectrum shows a source with a
strong, narrow emission line at ∼9314 Å and continuum
redward of the line, which we identify as Lyα at a red-
shift of z = 6.66. From the FIRE spectrum we measure
zMgII = 6.658±0.007,M1450 = −26.04±0.09, and a blue

Venemans+2015

Pan-STARRS
DES+VISTA

bright!

bright!
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The latest DES quasar
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More extended proximity zone than J1120, 
consistent with an ionized IGM near z~7.
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Summary

• Planck data suggest a somewhat later reionization than 
WMAP, but a consensus model remains elusive 

• Ionizing emissivity remains flat or increases with redshift 
over 2 < z < 6, even as global star formation rate 
declines — escape fractions, IMF may evolve 

• Lyα forest shows evidence of large-scale UVB 
fluctuations near z~6, consistent with patchy 
reionization 

• Neutral fraction at z~7 still unclear, but larger z > 6.5 
quasar samples becoming available

Collaborators — 
Jamie Bolton (Nottingham), Martin Haehnelt (Cambridge), *Sarah Boseman 
(Cambridge), Matteo Viel (Trieste), *Alex Calverley (Cambridge), Paul Hewett 
(Cambridge), Gabor Worseck (Heidelberg), Xavier Prochaska (UCSC), 
Michael Rauch (Carnegie Observatories), Max Pettini (Cambridge), Piero 
Madau (UCSC), Emma Ryan-Weber (Swinburne), Bram Venemans (MPIA) 
*students


